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1
Decision/action requested

Approve the pCR on new key issue on security of VFL training.
2
References

3

Rationale

This contribution proposes a new key issue on security of VFL training. This contribution is the same with latest r3 version of SA3#115Adhoc-e meeting.
4
Detailed proposals
Start of Change 

5.X
Key issue #X: Security of communication data used in VFL training process
5.X.1
Key issue details

Vertical federated learning (VFL) allows the cooperation of multiple NWDAF(s) and/or AF(s) to cooperate to train models locally where no raw data need to be exchanged.
After the selection of VFL clients and the completion of data and feature alignment procedures, the VFL training will commence between the VFL clients and VFL server. During this process, the VFL clients and VFL server will exchange intermediate results such as activations and gradients. Following the training, distinct local models will be present on both the VFL server and VFL clients, with the global model on the VFL server serving as the final output of the training process.
5.X.2
Security threats
Without integrity protection, the communication data used in VFL training process (e.g. intermediate result, etc.) may be manipulated or forged by the attacker, potentially affecting the accuracy of the training model.
Without confidentiality protection, the communication data used in VFL training process (e.g. intermediate result, etc.) may be exposed, enabling attackers to use the result to train their own models.
5.X.3
Potential security requirements

The communication data used in VFL training process (e.g. intermediate result, etc.) shall be confidentiality protected.

The communication data used in VFL training process (e.g. intermediate result, etc.) shall be integrity protected.
End of Change 
